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ABSTRACT

Few-shot image classification aims to accurately classify unlabeled images using only a few labeled
samples. The state-of-the-art solutions are built by deep learning, which focuses on designing in-
creasingly complex deep backbones. Unfortunately, the task remains very challenging due to the
difficulty of transferring the knowledge learned in training classes to new ones. In this paper, we
propose a novel approach based on the non-i.i.d paradigm of gradual machine learning (GML). It be-
gins with only a few labeled observations, and then gradually labels target images in the increasing
order of hardness by iterative factor inference in a factor graph. Specifically, our proposed solu-
tion extracts indicative feature representations by deep backbones, and then constructs both unary
and binary factors based on the extracted features to facilitate gradual learning. The unary factors
are constructed based on class center distance in an embedding space, while the binary factors are
constructed based on k-nearest neighborhood. We have empirically validated the performance of
the proposed approach on benchmark datasets by a comparative study. Our extensive experiments
demonstrate that the proposed approach can improve the SOTA performance by 1-5% in terms of
accuracy. More notably, it is more robust than the existing deep models in that its performance
can consistently improve as the size of query set increases while the performance of deep models
remains essentially flat or even becomes worse.

Keywords Few-shot Image Classification · gradual machine learning · Factor Graph

1 Introduction

Extensively studied in the literature, image classification can be accurately performed by Deep Neural Network (DNN)
models provided that there are sufficient labeled training data [1, 2]. Unfortunately, in many application scenarios (e.g.,
medical image analysis [3] and autonomous driving [4]), large amounts of labeled images may not be readily available
because data acquisition and annotation needs to involve intensive manual effort. Under these circumstances, DNN
models can easily overfit and fail to achieve satisfactory performance. To address this limitation, few-shot image
classification has been proposed to classify unseen classes with only a few labeled samples [5, 6].

The existing approaches for few-shot image classification can be broadly categorized into two groups: inductive few-
shot learning and transductive few-shot learning. Inductive learning typically trains a generic model based on the
labeled samples in training classes, and then directly uses the learnt model to classify each unlabeled sample in test
classes independently from each other [7, 8, 9, 10, 11, 12]. In contrast, supposing that it has the access to both labeled
and unlabeled samples in test classes, transductive learning performs class label inference jointly for all the unlabeled
samples.
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Figure 1: The framework of GML for few-shot image classification: there are two types of factors in the constructed
factor graph, which correspond to the unary class centroid distance (CCD) and binary k-nearest neighborhood (KNN)
features.

It can be observed that the core challenge of few-shot image classification is to transfer the knowledge learned on
training classes with sufficient labeled samples to new classes with only a few labeled samples. Due to distribution
drift between classes, the existing deep learning solutions, whether inductive or transductive, whose efficacy depends
on the i.i.d (Independently and Identically Distributed) assumption, have so far achieved only limited success. Com-
pared with inductive learning, transductive learning usually performs better because it can leverage additional sample
relationships to fine-tune the distributions of unseen classes. However, it still aims to learn a unified global model for
new class prediction. As a result, its efficacy is similarly constrained by scarcity of label observations on new classes.

To alleviate such limitation, this paper proposes a novel approach for few-shot image classification based on the non-
i.i.d paradigm of Gradual Machine Learning (GML). GML was first proposed for the task of entity resolution [13, 14,
15], but then also applied to sentiment analysis [16, 17, 18]. Inspired by the nature of human learning, GML begins
with some labeled samples, and then gradually classifies unlabeled samples in the increasing order of hardness by
iterative knowledge conveyance. Technically, GML fulfills gradual learning by iterative factor inference in a factor
graph. It is noteworthy that instead of learning a unified global classifier, GML gradually classifies one sample at a
time by factor inference based on its own evidential certainty.

We have sketched the structure of factor graph for few-shot image classification in Figure. 1. As shown in the figure,
the labeled samples in the support set and the unlabeled samples in the query set are modeled as labeled and unlabeled
variables respectively in the factor graph. The labeled samples serve as initial evidential observations, while the
unlabeled samples are supposed to be gradually classified by iterative factor inference. In GML, the efficacy of
gradual inference depends on effective feature mechanisms for knowledge conveyance. Due to the big advances
of deep neural networks for image classification, DNNs are considerably more effective at discriminative feature
extraction compared with traditional approaches [19, 20]. Therefore, we leverage the existing deep neural backbones
for few-shot image classification to extract discriminative image features, and then model them as factors in a factor
graph to facilitate knowledge conveyance. Specifically, we generate vector representations for images in a deep class-
sensitive embedding space, and then extract their discriminative features based on the monotonous metrics of class
centroid distance and k-nearest neighborhood. Intuitively, the closer to a class centroid an image is, the more likely it
belongs to the class. Similarly, the more same-class nearest neighbors an image has, the more likely it belongs to the
same class.

To construct diverse mechanisms for knowledge conveyance, our solution uses different deep backbones to generate
separate embedding spaces. Our algorithm leverages ResNet-12 [21] and WRN-28-10 [22], both of which are popular
backbones for few-shot image classification, for feature extraction. It is noteworthy that even though the WRN-28-
10 network is constructed based on ResNet-12, it has considerably wider residual blocks, and thus more advanced
representational capabilities. Our experiments have shown that the ResNet-12 and WRN-28-10 networks are to some
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extent complementary to each other. As a result, leveraging both of them for gradual inference can effectively improve
few-shot classification accuracy.

Since our proposed solution reasons about the labels of test samples in a joint manner, it can be generally considered
as an approach of transductive learning. The main contributions of this paper can be summarized as follows:

• We propose a novel approach for few-shot image classification based on the non-i.i.d paradigm of GML,
which can gradually classify unlabeled samples in the increasing order of hardness given only a few initial
labeled samples. The proposed approach can be potentially generalized to other few-shot classification tasks.

• We present a factor graph model consisting of both unary and binary monotonous factors, which can be easily
extracted by the existing deep backbones, to enable gradual learning for few-shot image classification.

• We empirically validate the performance of the proposed approach on real benchmark datasets by a com-
parative study. Our extensive experiments show that it improves the SOTA performance on few-shot image
classification by considerable margins (2-5%). Furthermore, the GML solution is more robust than the exist-
ing deep learning solutions, in that its performance can consistently improve as the size of query set increases
while the performance of its deep learning alternatives remains essentially flat or even becomes worse.

The rest of this paper is organized as follows: Section 2 reviews related work. Section 3 defines the task. Section 4
presents the GML framework for few-shot image classification. Section 5 details factor graph construction. Section 6
presents our empirical evaluation results. Finally, Section 7 concludes the paper with some thoughts on future work.

2 Related Work

In this section, we review related work from the orthogonal perspectives of few-shot image classification and gradual
machine learning.

2.1 Few-shot Image Classification

The existing work for few-shot image classification can be broadly categorized into two groups: inductive learning
and transductive learning.

Inductive Learning. The approach of inductive learning typically trains a neural model by labeled training samples,
and then uses the learnt model to separately classifies each unlabeled sample in test classes. It focuses on learning
high-quality and transferable features with a CNN backbone. The most commonly used backbones include ResNet-
12 [19, 23, 24, 25], ResNet-18 [8, 9, 10, 26], and WRN-28-10 [27, 28, 29]. Based on these backbone models, some
researchers proposed to further tune the mechanism of feature extraction for improved classification accuracy. For
instance, Afeasiyabi et al. proposed to enrich image representations by embedding self-attention mappers in different
convolutional layers [19]. Zhao et al. designed a structure of Self-Guided Information Convolution (SGI-Conv) to
guide the extraction of discriminative features [20].

Few-shot classifier training is usually conducted by metric-based learning [30], which aims to learn a similarity classi-
fier over a feature space. First, it randomly samples labeled training samples and divides them into support and query
sets, thereby constructing multiple different episodes. Then, it uses mini-batches of episodes to train an end-to-end
network, assuming that the resulting features will be representative of novel test classes. For instance, Vinyals et al.
proposed a matching network to learn embedding [8], whereas Snell et al. proposed a prototypical network to build
a pre-class prototype representation [9]. Sung et al. also presented a relation network, which can learn a non-linear
distance metric via a simple neural network instead of using a fixed linear distance metric [10].

Transfer learning has also been extensively leveraged for few-shot classifier training [31]. It typically follows a stan-
dard two-phase process consisting of pre-training and fine-tuning. In the pre-training phase, it learns transferable
knowledge or experience, usually in the form of feature extractors, on base classes that contain ample labeled instances.
In the subsequent fine-tuning phase, it usually freezes the learned feature extractors, and trains a new classifier on the
support set to recognize novel classes [32, 33]. Many solutions for few-shot image classification have incorporated
the concept of transfer learning in their architecture design, including baseline++[26], SimpleShot[34], RFS[35] and
S2M2[33].

Transductive Learning. Transductive learning usually shares the process of backbone training with inductive learn-
ing. However, in the test phase, instead of classifying each unlabeled sample separately, it labels unlabeled samples in
a collective manner, aiming to exploit sample relationships for improved performance [23, 27, 28, 29].
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To facilitate class information propagation, transductive learning typically leverages both support sets and query sets
to construct matrics for sample relationship representation. For instance, Kim et al. proposed to construct a graph,
where nodes represented samples and edges represented relationships between samples [36]. Yang et al. instead
introduced a dual-graph structure for sample relationship representation [37], in which dual graphs were separately
constructed based on two similarity relations. To improve intra-class coherence and uniqueness, the approach of
TRPN regarded each support-query pair relationship as a graph node, named the relationship node, and leveraged
the known relationships between support samples to guide relationship propagation in the graph [38]. Various graph
neural networks have also been used for label propagation. For instance, Zhu et al. presented a graph construction
network to predict the task-specific graph for label propagation [39]. Liu et al. argued that there exists a bias between
the prototype representations and the expected representations, and provided a simple strategy to rectify the bias based
on intra-class and inter-class assumptions [40].

More recently, the Sinkhorn-based approach has achieved promising results on image classification. Its main idea was
to model class information propagation as a transportation optimization problem [29, 41]. Huang et al. first proposed
the Sinkhorn K-means [42], which used a prototype for query image classification in an unsupervised manner, whereas
zhu at al. extended it to the semi-supervised setting [27]. To balance data distribution between classes, Hu et al. pre-
processed feature vectors such that they conform to a Gaussian distribution. In the following work, they successively
presented the MAP [29] and Boosted Min-Size Sinkhorn algorithm [28] to improve propagation efficiency. Similarly,
Shalam and bendou et al. proposed the metric of Earth Mover’s distance to capture high-level relationships among
data points within classes, further optimizing Sinkhorn-based information propagation [23, 43].

2.2 Gradual Machine Learning

The non-i.i.d learning paradigm of Gradual Machine Learning (GML) was originally proposed for the task of entity
resolution [13, 14, 15]. It can gradually label instances in the order of increasing hardness without the requirement
for manual labeling effort. Since then, GML has been also applied to the task of sentiment analysis [17, 18, 44]. In
the unsupervised setting, even though GML can achieve competitive performance compared with many supervised
approaches, its performance is still limited by inaccurate and insufficient knowledge conveyance [13, 14, 17]. In the
supervised setting, the efficacy of GML depends on supervised extraction of features by DNNs; its performance may
deteriorate significantly if the provided labeled samples are insufficient. Our work in this paper is different from
previous GML work in two aspects: 1) it targets the new task of image classification; 2) it investigates the efficacy of
GML in the few-shot setting, where only a few labeled samples are available. It can be observed that our proposed
solution leverages the existing deep backbones for feature extraction, but uses gradual learning as the new inference
engine. Therefore, it can be generally considered as an approach of transductive learning.

3 Task Statement

The task of few-shot image classification is usually defined in the N -way K-shot manner, in which N and K denote
the number of classes and the number of labeled samples per class respectively. A workload consists of three disjoint
sets: a training set, DR, a validation set DV and a test set DT , in which the classes of DR, DV and DT are distinct
from each other. The training set of DR contains a large number of labeled samples, and is usually used to train a
generic feature extractor. The validation set of DV , used for model selection, also contains labeled samples. The test
set of DT , used for final evaluation, consists of support sets and query sets. Following the standard few-shot setting,
final evaluation is supposed to be performed on a set of N -way K-shot tasks. Concretely, each task of Ti is composed
of a support and a query set. The support set, S = {(xS

k,n, y
S
k,n)|k ∈ [1,K], n ∈ [1, N ]}, contains K samples per

class, and the query set, Q = {(xQ
k,n, y

Q
k,n)|k ∈ [1,K], n ∈ [1, N ]}, contains Q samples per class. Given a test task, a

classifier needs to select one class from the provided N candidates for each sample in the query set.

In this paper, we consider the setting of transductive learning, in which a classifier has access to all the samples in DT

when reasoning about the labels of samples in its query sets.

4 The GML Framework

As shown in Figure 1, consistent with the general paradigm, the GML framework for few-shot image classification
consists of the following three components:
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4.1 Evidential Instance Labeling

GML begins with some initial evidential observations. In the unsupervised setting, initial instance labeling can be
achieved by human-crafted rules or unsupervised clustering. For instance, an instance very close to a class centroid
usually has a high chance of belonging to the class. Few-shot image classification supposes that the support sets
contain some labeled sample images (e.g., 5 images per class for 5-shot learning). Therefore, these labeled images can
naturally serve as initial evidential samples, even though their number is very limited. In the case of 5-shot learning,
the labeled samples in support sets are considered as initial evidential observations. In the case of 1-shot learning, we
expand the set of initial evidential observations by automatically labeling one additional sample per class. Specifically,
for each class, GML automatically labels the unlabeled sample image closest to the class centroid. As a result, for
1-shot learning, GML actually begins with 2 evidential observations per class.

4.2 Feature Extraction and Influence Modeling

In GML, features serve as the medium for gradual learning. This step extracts the common features shared by the
labeled and unlabeled samples. To facilitate extensive knowledge conveyance, it is desirable that a wide variety of
features are extracted to capture diverse information. For each extracted feature, this step also needs to model its
influence over the class labels of relevant samples.

For image classification, CNN has been shown to be much more effective at extracting discriminative features than
previous alternatives (e.g., manually crafted mechanisms). Therefore, our solution leverages CNN backbones to extract
implicit image features that are indicative of class status. Specifically, it transforms images into high-dimensional
vector representations in an embedding space by a CNN, and then uses the monotonic metrics, e.g., class centroid
distance and k-nearest neighborhood, to extract discriminative features. It can be observed that the closer to a class
centroid an image is, the more likely it belongs to the class; similarly, the more same-class nearest neighbors an image
has, the more likely it belongs to the same class.

Figure 2: The illustrative examples of Sigmoid influence modeling.

As in previous work, we model a feature’s influence over images’ class status by a monotonous Sigmoid function. As
shown in Figure 2, a sigmoid function has two parameters, α and τ , which denote the midpoint and steepness of the
curve respectively. Formally, given a class label, c, and its feature, fc, the influence of fc over the class status of an
image, d, is represented by

Pfc(d) =
1

1 + e−τfc (xfc (d)−αfc )
, (1)

in which Pfc(d) denotes the probability of d having the label of c as indicated by fc, xfc(d) represents d’s feature
value w.r.t fc. According to Eq. 1, provided with the values of αfc and τfc , the influence model statistically dictates
that any feature value of xfc(d) corresponds to a label probability. As shown in Figure 2, different combinations of
αfc and τfc can result in different influence model shapes. Typically, the value of Pfc(d) increases with the feature
value of xfc(d).
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Algorithm 1: Scalable Gradual Inference.
1 while there exists any unlabeled variable in G do
2 V ′ ← all the unlabeled variables in G;
3 for v ∈ V ′ do
4 Measure the evidential support of v in G;
5 end
6 Select top-m unlabeled variables with the most evidential support (denoted by Vm) ;
7 for v ∈ Vm do
8 Approximately rank the entropy of v in Vm;
9 end

10 Select top-n most promising variables in terms of entropy in Vm (denoted by Vn) ;
11 for v ∈ Vn do
12 Compute the probability of v in G by factor graph inference over a subgraph of G;
13 end
14 Label the variable with the minimal entropy in Vn;
15 end

4.3 Gradual Inference

GML fulfills gradual learning by iterative factor inference on a factor graph, G, which consists of a set of evidence
variables, a set of inference variables, and a set of factors. For few-shot image classification, an evidence variable
represents a labeled image in the support set, an inference variable represents an unlabeled image in the query set, and
a factor represents the correlation between images. Typically, GML labels only one image at each iteration. Once an
inference variable is labeled, its value remains unchanged and would serve as an evidence variable in the following
iterations.

Formally, we denote the set of evidence variables by Λ, the set of inference variables by VI, and the group of factor
functions of variables indicating their correlations by ϕwi

(Vi). In the case of few-shot image classification, each
variable in the factor graph is supposed to take one of several distinct values, each of which corresponds to a class
label. Then, the joint probability distribution over V = {Λ, VI} of G can be formulated as

Pw(Λ, VI) =
1

Zw

m∏
i=1

ϕwi
(Vi) (2)

where Vi denotes a set of variables, wi denotes a factor weight, m denotes the total number of factors and Zw denotes
the normalization constant. Factor inference on G learns factor weights by minimizing the negative log marginal
likelihood of evidence variables as follows:

ŵ = argmin
w
−log

∑
VI

Pw(Λ, VI). (3)

In each iteration, GML typically labels the inference variable with the highest degree of evidential certainty, which is
measured by the inverse of entropy as follows

E(v) =
1

H(v)
, (4)

where
H(v) = −(Pmax(v) · log2Pmax(v) + (1− Pmax(v)) · (1− log2Pmax(v))), (5)

where E(v) and H(v) denote the evidential certainty and entropy of v respectively, and Pmax(v) denotes the max
estimated class probability of v.

To improve efficiency, as usual, the GML solution implements gradual inference by a scalable approach as sketched
in Algorithm 1, which is essentially the same as what was previously proposed for entity resolution and sentiment
analysis [44, 45]. Scalable gradual inference consists of three steps: 1) measurement of evidential support; 2) ap-
proximate ranking of entropy; 3) subgraph factor inference. In the first step, it selects the top-m unlabeled variables
with the most evidential support in G as the inference candidates. For each unlabeled variable, GML measures its
evidential support from each feature by the degree of labeling confidence indicated by labeled observations and then
aggregates them based on the Dempster-Shafer theory2. In the second step, it approximates entropy estimation by an

2https://en.wikipedia.org/wiki/Dempster-Shafer theory
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efficient algorithm on the m candidates and selects only the top-n most promising variables among them for factor
graph inference. Finally, the third step estimates the class probabilities of these n selected variables by factor graph
inference.

It is noteworthy that the open-sourced GML engine has standardized the process of scalable gradual inference3. There-
fore, our GML implementation of few-shot image classification only needs to construct a factor graph, while scalable
gradual inference on the factor graph can be automatically executed by the engine. Therefore, in the following section,
we focus on how to construct the factor graph for few-shot image classification.

5 Factor Graph Construction

In this section, we first describe how to extract discriminative features by deep neural networks, and then elaborate
how to model them as factors in a factor graph to enable gradual learning.

5.1 Discriminative Feature Extraction

Our solution essentially trains a CNN model to learn high-dimensional vector representations of images in a class-
sensitive embedding space, and then extracts monotonic features based on the learned representations to capture their
class correlation. Since CNNs are prone to overfitting due to the limited amount of labeled images, we use two
different backbones, ResNet-12 and WRN-28-10, for discriminative feature extraction to ensure feature diversity.

We have sketched the network structures of ResNet-12 and WRN-28-10 in Figure 3 (b) and (c) respectively. ResNet-12
consists of four residual blocks, each of which contains three convolutional layers. Based on ResNet, the WRN-28-10
(Wide Residual Network) architecture increases the width of residual blocks from 12 to 28. By increasing the width of
residual blocks, WRN-28-10 attains more advanced representational capabilities, and thus can capture finer-granular
image features. In ResNet-12, we extract vector representations by the output of Average pooling2D and the input
of the FC layer. In WRN-28-10, we extract vector representations by the output of the BatchNormalization layer and
the input of the FC layer by the backbones. Both extracted vectors have the dimension of 640. Our ablation study
has shown that using both ResNet-12 and WRN-28-10 for feature extraction is considerably better that using either of
them.

We train our backbones using the methodology called EASY presented in [23]. Its basic principle is to take a standard
classification architecture, and then set up two classifiers after the second-to-last layer of the network: one classifier
for identifying the class of input samples and a new logistic regression classifier which can determine which one of
the four possible rotations (one-quarter rotations of 360°) was applied to the input samples. EASY uses a two-step
process to train model. In the first step, samples are directly input to the model and its first classifier. In the second
step, samples are arbitrarily rotated and separately input into the two classifiers. Once training is complete, we freeze
the backbone and use it, f(θ) as shown in Figure 3 (a), to extract representation vectors for the images in DV and DT .

Then, based on the learned vector representations, we extract two types of monotonic features as follows:

• Class Centroid Distance (CCD). We estimate the prototype class centroid of each class by its support set,
and then measure an image’s similarity with a class by calculating its distance to the class centroid, which is
defined as 1.0 minus vector cosine similarity. It is obvious that the smaller the distance is, the more likely the
image belongs to the class. We denote the unary feature of class centroid distance by CCD.

• K-nearest Neighborhood (KNN). Since a CNN classifier tends to separate the images with different class
labels as far as possible while clustering the images with the same label, two images appearing very close in its
corresponding embedding space usually have the same label. Therefore, we extract k-nearest neighborhood
relations, (vi, vj , simi,i), in which simi,j denotes the cosine similarity between the vector representations of
vi and vj . We denote the binary feature of k-nearest neighborhood by KNN. In practical implementation, we
suggest to set the value of k within the reasonable range of [5,7].

We have visualized the unary CCD and the binary KNN features in Figure 4 (b) and (c) respectively. It is noteworthy
that CCD and KNN are complementary to each other, in that CCD captures an image’s correlation with global rep-
resentatives, the prototype class centroids, while KNN captures an image’s correlation with local representatives, its
nearest neighbors.

3https://chenbenben.org/gml.html
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is constructed by measuring an unlabeled sample’s distance to a class centroid; (b) the binary feature of K-nearest
Neighborhood (KNN) is constructed by measuring the cosine similarity between an unlabeled sample and its k-nearest
neighbors in the embedding space.

5.2 Feature Influence Modeling

Since both CCD and KNN features are monotonic w.r.t class probability, we model their influence over class status by
the sigmoid function as shown in Figure 2. Formally, denoting a CCD feature by fc, in which c denotes a class, we
model the influence of fc over a variable, v, by a unary factor defined as follows:

φfc(v) =

{
ewfc (v) if v = c;
1 if v ̸= c.

(6)

where wfc(v) denotes the factor weight of v, and

wfc(v) = θfc(v) · τfc · (xfc(v)− αfc), (7)

in which θfc(v) denotes the confidence on influence modeling of fc, xfc(v) denotes the feature value of v, or the
distance to the class centroid of c, and τfc and αfc denote the steepness and mid-point of a sigmoid function respec-
tively. In our implementation, as in previous GML work [13, 14], we estimate θfc(v) by the theory of regression error
bound. The parameter values of τfc and αfc are however supposed to be continuously optimized based on evidential
observations in the process of gradual learning.

Similarly, we model the influence of the KNN feature by the following binary factor:

φfb(vi, vj) =

{
ewfb

(vi,vj) if vi = vj ;
1 otherwise.

(8)
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in which fb denotes the binary KNN feature, vi and vj denote the two variables sharing the feature of fb, wfb(vi, vj)
denotes the factor weight, and

wfb(vi, vj) = θfu(vi, vj) · τfb · (xfb(vi, vj)− αfb), (9)

in which θfu(vi, vj) denotes the confidence on binary feature influence modeling, xfb(vi, vj) denotes the vector sim-
ilarity of vi and vj , and τfb and αfb denote the steepness and mid-point of a sigmoid function. Similar to the unary
factor, we estimate θfu(vi, vj) by the theory of regression error bound, while τfb and αfb need to be continuously
optimized in the process of gradual learning.

6 Empirical Evaluation

In this section, we empirically evaluate the performance of our proposed solution by a comparative study on real
benchmark datasets. It is organized as follows: Subsection 6.1 describes the experimental setup. Subsection 6.2
presents the comparative evaluation results. Subsection 6.3 presents the evaluation results of ablation study. Finally,
Subsection 6.4 evaluates the performance sensitivity of GML w.r.t key parameters.

6.1 Experimental Setup

We use four widely used benchmark datasets in our empirical study:

• MiniImageNet[11]: it contains totally 100 classes, each of which contains 600 images with a size of 84×84.
The classes are split among training, validation, and test sets by the ratio of (64:16:20);

• TieredImageNet[46]:it was created by selecting 34 categories from the ILSVRC-2012 imagenet, with each
superclass containing 10-30 subclasses. There are totally 20 superclasses (351 subclasses) on the training set,
6 superclasses (97 subclasses) in the validation set and 8 superclasses (160 subclasses) in the test set. All the
images are of the size of 84×84;

• Cifar-FS[47]: it contains totally 100 classes, each of which contains 600 images with the size of 32×32. The
classes are split among training, validation and test sets by the ratio of (64:16:20);

• CUB-200-2011[48]: also known as Caltech-UCSD Birds-200-2011, it contains totally 200 bird species,
which are split among training, validation, and test sets by the ratio of (100:50:50).

We compare the proposed GML solution with the SOTA methods of both inductive learning and transductive learn-
ing: 1) the methods of inductive learning include recently proposed ProtoNet [9], MetaQDA [49], SetFeat-12 [19]
and PFENet [20]. Among them, PFENet reported the overall best performance; 2) the methods of transductive learn-
ing include recently proposed TPN [10], LaplacianShot [50], COM-FSC [51], DFMN-MCT [52], PT-MAP [29],
EASE+SIAMESE [27], EASY [23] and PEMnE-BMS* [28]. Among them, the most recently proposed models, e.g.,
EASY, EASE+SIAMESE and PEMnE-BMS*, have reported highly competitive performance.

Due to the large number of the compared methods, we directly compare the results of GML in term of accuracy with
the results that have been reported in these methods’ original papers. For fair comparison, on each workload, as usual,
we report the average and standard variance over 10000 rounds of testing. Since most of the existing methods only
report results on 2-3 test datasets of the 4 datasets we have used, we mark a compared method’s result on a dataset as
null (-) if it was not reported in the original paper.

For comparative evaluation, we have compared performance in both scenarios of intro-domain classification, where
training and test sets come from the same data source, and cross-domain classification, where training and test sets
come from different sources, e.g., a model is trained on MiniImageNet but tested on CUB-200-2011. Obviously,
cross-domain classification is more challenging than intro-domain classification. In practical scenarios, it is usually
expensive to manually label samples, but much easier to retrieve unlabeled samples. Therefore, we have also evaluated
the robustness of the proposed GML solution by increasing the size of query set, or the samples to be labeled in the
query set, and compared its performance with the existing SOTA alternatives.

We have implemented the proposed solution based on the open-sourced GML engine4. In the GML implementation,
we leverage both ResNet-12 and WRN-28-10 to extract deep vector representations. In the generation of KNN features,
by default, we set k = 6. In the implementation of gradual inference, by default, we set the number of candidates with
the highest evidential support at 50, and the number of candidates with the smallest approximate entropy at 10. At each
iteration of gradual inference, GML labels the 10 samples with the smallest approximate entropy by factor inference.

4https://github.com/gml-explore/gml

9



Few-shot Image Classification based on Gradual Machine Learning TECHNICAL REPORT

After each iteration, given the newly labeled images, the algorithm correspondingly updates evidential support and
approximate entropy estimation. In our sensitivity evaluation, we will show that the performance of GML is very
stable w.r.t these parameters provided that their values are set within reasonable ranges. We have open-sourced the
GML implementation5.

6.2 Comparative Evaluation

Intro-domain classification: the comparative evaluation results have been presented in Table 1 and 2. It can be
observed that the transductive approaches consistently perform considerably better than their inductive alternatives
on all the workloads. It is worth pointing out that GML consistently outperforms the best transductive alternative by
considerable margins on all the workloads. For instance, on MiniImageNet and TierImageNet, in the case of 5-way
1-shot learning, GML beats EASY+SIMESE, which is the best transductive approach based on the reported results,
by the margins of 2.79% and 2.41% respectively. In the case of 5-way 5-shot learning, the improvement margins
are 4.65% and 1.5% respectively. On Cifar-FS and CUB-100-2011, PEMnE-BMS* is instead the best transductive
approach. In the case of 5-way 1-shot learning, GML outperforms PEMnE-BMS* by the margins of 4.58% and 3.72%
respectively. In the case of 5-way 5-shot learning, the improvement margins are 3.89% and 2.93% respectively.

Table 1: Comparative results on the MiniImageNet and TieredImageNet datasets: GML clearly achieves the SOTA
performance on both datasets, and the margins are considerable.

DataSets Mini-ImageNet Tiered-ImageNet

Setting Methods 5-way 1-shot(%) 5-way 5-shot(%) 5-way 1-shot(%) 5-way 5-shot(%)

Inductive

Relation[10] 52.48± 0.86 69.83± 0.68 − −
Baseline++[26] 53.97± 0.79 75.90± 0.61 − −
MatchingNet[8] 52.91± 0.88 68.88± 0.69 − −

ProtoNet[9] 54.16± 0.82 73.68± 0.65 65.65± 0.92 83.40± 0.65
S2M2R [33] 64.93± 0.18 83.18± 0.11 73.71± 0.22 88.59± 0.14

DeepEMD[24] 65.91± 0.82 82.41± 0.56 71.16± 0.87 86.03± 0.58
FRN[25] 66.45± 0.19 82.83± 0.13 71.16± 0.22 86.01± 0.15

MetaQDA[49] 67.83± 0.64 84.28± 0.69 74.33± 0.65 89.56± 0.79
SetFeat12[19] 68.32± 0.62 82.71± 0.46 73.63± 0.88 87.59± 0.57
PFENet[20] 68.76± 0.75 84.67± 0.52 74.93± 0.84 89.62± 0.50

Transductive

TPN[10] 55.51± 0.86 69.86± 0.65 59.91± 0.94 73.30± 0.75
COM-FSC[51] 68.92± 0.72 85.37± 0.49 79.69± 0.74 90.57± 0.45

LaplacianShot[50] 75.57± 0.19 84.72± 0.13 80.30± 0.22 87.93± 0.15
DFMN-MCT[52] 78.55± 0.86 86.03± 0.42 80.89± 0.84 87.30± 0.49

Transd-CNAPS+FETI[53] 79.90± 0.80 91.50± 0.40 73.80± 0.10 87.70± 0.60
PT-MAP[29] 82.92± 0.26 88.82± 0.13 85.67± 0.26 90.45± 0.14

EASE+SIAMESE[27] 83.00± 0.21 88.92± 0.13 88.96± 0.23 92.63± 0.13
EASY[23] 84.04± 0.23 89.14± 0.11 84.29± 0.24 89.76± 0.14

PEMnE-BMS*[28] 83.35± 0.25 89.53± 0.13 86.07± 0.75 91.09± 0.14
GML 85.79± 0.32 93.57± 0.25 91.37± 0.42 94.13± 0.13

Even with the existing inductive and transductive solutions being considered as a whole, GML consistently improves
the reported SOTA performance on the four workloads by considerable margins. In the case of 5-way 1-shot learning,
the improvement margins over the SOTA results are 1.75%, 2.41%, 4.58%, and 3.95% respectively. In the case of
5-way 5-shot learning, the improvement margins are 2.07%, 1.5%, 3.89%, and 2.93% respectively. Due to the widely
recognized challenge of few-shot learning, these margins are truly considerable. Since our GML solution extracts
discriminative features by the same deep neural models leveraged by the existing solutions, these evaluation results
clearly demonstrate that compared with the existing transductive alternatives, gradual inference is a more effective
mechanism for few-shot learning.

Cross-domain classification: cross-domain classification is usually performed on two datasets containing the same
type of objects. Since both MiniImageNet and CUB-100-2011 contain images of bird species, as in previous work [20,
33, 49, 50], we train models on the MiniImageNet dataset and test its performance on another dataset of CUB-100-
2011.

The comparative evaluation results have been presented in Table 3. It can be observed that on both cases of 1-shot and
5-shot learning, GML outperforms the existing alternatives by considerable margins. Specifically, on 1-shot learning,

5https://github.com/chn05/FSIC GML
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Table 2: Comparative results on the Cifar-FS and CUB-100-2011 datasets: GML clearly achieves the SOTA perfor-
mance on both datasets, and the margins are considerable.

DataSets Cifar-FS CUB-100-2011

Setting Method 5-way 1-shot(%) 5-way 5-shot(%) 5-way 1-shot(%) 5-way 5-shot(%)

Inductive

MatchingNet[8] 43.88± 0.75 57.05± 0.76 − −
ProtoNet[9] 41.54± 0.76 57.08± 0.76 − −

DeepEMD[24] 46.47± 0.78 63.22± 0.71 − −
SetFeat12[19] − − 79.60± 0.80 90.48± 0.44
S2M2R[33] 74.81± 0.19 87.47± 0.13 80.68± 0.81 90.85± 0.44
RENet[54] 74.51± 0.46 86.60± 0.32 79.49± 0.44 91.11± 0.24
FRN[25] − − 83.55± 0.19 92.92± 0.10

PFENet[20] − − 86.09± 0.19 93.15± 0.10
MetaQDA[49] 75.83± 0.88 88.79± 0.75 − −

Transductive

COM-FSC[51] − − 83.93± 0.66 93.95± 0.30
EASY[23] 87.16± 0.21 90.47± 0.15 90.56± 0.19 93.79± 0.10
iLPC[55] 86.51± 0.23 90.60± 0.48 91.03± 0.63 94.11± 0.30

EASE+SIAMESE[27] 87.60± 0.23 90.60± 0.16 91.68± 0.19 94.12± 0.09
PT-MAP[29] 87.69± 0.23 90.68± 0.15 91.55± 0.19 93.99± 0.10

PEMnE-BMS*[28] 87.83± 0.22 91.20± 0.15 91.91± 0.18 94.62± 0.09
GML 92.41± 0.32 95.09± 0.18 95.63± 0.06 97.55± 0.43

Table 3: Comparative results on cross-domain classification: the models are trained on MiniImageNet but tested on
CUB-100-2011.

DataSets MiniImageNet→CUB-100-2011 (5-way)
Setting Methods 1-shot(%) 5-shot(%)

Inductive

PFENet[20] 48.27 69.51
S2M2R[33] 48.24 70.44

MetaQDA[49] 53.75 71.84
FRN[25] 54.11 77.09

Transductive

LaplacianShot[50] 55.46 66.33
COM-FSC[51] 53.14 73.02

PEMnE-BMS*[28] 63.00 79.15
GML 67.29 82.81

GML beats PEMnE-BMS*, which is the best approach among the existing alternatives, by 4.29% in terms of accuracy.
On 5-shot learning, GML’s improvement margin over PEMnE-BMS* is similarly large at 3.66%. Our experimental
results clearly demonstrate that by gradual learning, the features learned in training classes can be better generalized
to unseen classes.

Table 4: The evaluation result of GML ablation study on MiniImagenet and Cifar-FS: using both ResNet-12 and
WRN-28-10 vs using either of them.

DataSets MiniImageNet Cifar-FS

Methods Network 5-way 1-shot(%) 5-way 5-shot(%) 5-way 1-shot(%) 5-way 5-shot(%)

GML
ResNet-12 84.74 89.50 85.69 89.43

WRN-28-10 83.28 88.80 84.06 88.35
ResNet-12+WRN-28-10 85.79 93.57 92.41 95.09

Comparative evaluation with increasing size of query set: in the classical setting of few-shot learning, the number
of queries per class is set at 15. Therefore, we increase the number of queries from 15 to 30, 50, 100, and finally up to
200, and compare the performance of GML with two recently proposed approaches, EASY and EASE, which can be
considered as the SOTA representatives of the existing transductive approaches.

The comparative evaluation results on MiniImageNet and Cifar-FS have been presented in Figure 5. The evaluation
results on the other two datasets are similar, thus omitted due to space limit. It can be observed that on both 1-shot
and 5-shot learning, the performance of GML consistently improves as the number of queries increases, even though
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Figure 5: Comparative evaluation results with increasing size of query set on MiniImagenet and Cifar-FS: (a) and (b)
represent the accuracy of 1-shot and 5-shot learning on MiniImageNet respectively; (c) and (d) represent the accuracy
of 1-shot and 5-shot learning on Cifar-FS respectively.

Table 5: Parameter sensitivity evaluation results.
DataSets MiniImageNet Cifar-FS

top-m/n/k 5-way 1-shot(%) 5-way 5-shot(%) 5-way 1-shot(%) 5-way 5-shot(%)

w.r.t m (n=10,k=6) m=40 85.61 93.28 92.16 95.12
m=60 85.56 93.23 92.31 94.59

w.r.t n (m=50,k=6) n=8 85.39 93.48 92.09 94.95
n=12 85.69 93.56 92.24 95.10

w.r.t k (m=50,n=10) k=5 85.76 93.33 92.40 94.98
k=7 85.15 93.04 91.83 94.66

GML m=50, n=10, k=6 85.79 93.57 92.41 95.09
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by different margins on different workloads. The common pattern is that the performance of GML initially improves
considerably as the number of queries increases from 15 to 30, but then gradually flattens out as it continues to increase.
For instance, in the case of 1-shot learning on MiniImageNet, the accuracy improves by the margin of around 6%.
from 85.79% to 91.88%, when the number of queries increases from 15 to 30, and then continues to improve, even
though by smaller margins, up to 94.3% when the number of queries reaches 200. In comparison, the performance
of EASE and EASY fluctuates only marginally when the number of queries increases. For instance, in the case of
1-shot learning on MiniImageNet, the performance of EASY even deteriorates marginally from 83.84% to 82.98%;
but on 5-shot learning, its performance instead improves slightly, from 88.37% to 89.06%. These observations clearly
demonstrate that GML is more robust than the existing transductive alternatives. They bode well for its application in
real scenarios.

6.3 Ablation Study

To verify the efficacy of leveraging two distinct backbones, i.e., ResNet-12 and WRN-28-10, for gradual learning,
we have conducted an ablation study on the GML approach, which compares the solution using both models with the
alternatives using either of them. The evaluation results on MiniImagenet and Cifar-FS have been presented in Table 4.
The evaluation results on the two other datasets are similar, thus omitted here. It can be observed that the GML using
both of them performs considerably better that the alternatives using either of them. These results clearly demonstrate
that even though both ResNet-12 and WRN-28-10 have been constructed based on the ResNet network, they are some
extent complementary in feature extraction, and integrating them for knowledge conveyance can effectively improve
the performance of gradual learning.

An Illustrative Example: in a run on MiniImageNet, inference accuracy based on ResNet-12 or WRN-28-10 is
85.33% and 68% respectively, but the accuracy is better at 94.67% if gradual inference uses both of them. As shown
in Figure 6, we take the sample with the id of 64 as an example. In the factor graph constructed based on ResNet,
both unary and binary factors point to the class of c3 for the sample. However, based on WRN-28-10, the factors point
to its ground-truth class of c2. It can be observed that the fused factor graph constructed based on both ResNet-12
and WRN-28-10 correctly point to the class of c2 while labeling the sample of 64. It is noteworthy that the inference
order in different factors may vary. This example clearly demonstrates that the framework of GML can effectively
fuse diverse and noisy features to improve gradual knowledge conveyance.

(c) ResNet-12+WRN-28-10

(b) WRN-28-10(a) ResNet-12
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Figure 6: An illustrative example: gradual inference using both ResNet-12 and WRN-28-10 is more effective than
using either of them.
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6.4 Parameter Sensitivity Study

In this subsection, we evaluate the performance sensitivity of the proposed GML solution w.r.t one key parameter of
feature extraction, the k value of k-nearest neighbors (KNN) for binary feature extraction, and two key parameters of
scalable gradual inference, the number of candidates with the most evidential support and the number of candidates
with the smallest approximate entropy, or m and n as shown in Algorithm 1. By default, we set m = 50, n = 10 and
k = 6. In the sensitivity study, we vary the value of a parameter, but fix the values of the other two parameters. We
set the values of parameters within reasonable ranges. Specifically, we vary the value of k from 5 to 7, the value of m
from 40 to 60, and the value of n from 8 to 12. We report the evaluation results on the MiniImageNet and Cifar-FS
workloads; the results on other workloads are similar, thus omitted here.

The detailed evaluation results have been presented in Table 5. It can be observed that the performance of GML
only fluctuates marginally (≤ 0.5% in most cases) as the values of m, n and k change. These observations clearly
indicate that the performance of GML is very robust w.r.t these parameters. They bode well for their application in
real scenarios.

7 Conclusion

In this paper, we propose a novel solution for few-shot image classification based on the non-i.i.d paradigm of GML.
Beginning with only a few labeled samples, it gradually labels unlabeled samples in the increasing order of hardness
by iterative factor inference in a factor graph. To facilitate gradual knowledge conveyance, we leverage the existing
CNN backbones to extract discriminative image features and model them as monotonous factors in a factor graph. Our
extensive experiments on benchmark datasets have validated its efficacy.

Our research on gradual machine learning is an ongoing endeavor, and there are several avenues for future exploration.
First, while this paper targets few-shot image classification, the proposed approach is potentially applicable to other
few-shot learning tasks (e.g., object detection, image segmentation). Detailed technical solutions however remain
to be investigated. Second, we currently leverage the existing backbones and training procedure to extract deep
image features. However, for few-shot gradual learning, deep feature generalization with only a few labeled samples
remains its major performance bottleneck. It is very interesting to investigate how to design new backbones for feature
extraction that can more effectively support gradual learning.
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